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I. INTRODUCTION

A. What is ROC Analysis?

Receiver operating characteristic (ROC) analysis is a procedure, derived from statistical decision theory, that was developed in the context of electronic signal detection.1 It is used in medical applications to evaluate the accuracy of diagnostic and prognostic technologies. It is particularly relevant for conducting observer performance tests, with real or simulated clinical "cases", to evaluate diagnostic systems that require (subjective) operator interpretation; it can also be used to evaluate the discriminatory performance of the more straightforward quantitative diagnostic tests and prognostic indices.

B. Biomedical Applications: The Past 10 Years

The use of ROC analysis in the medical literature has grown considerably in the past 10 years. A search of the Medline data base for the most recent years, using the words "ROC" and "observer performance", yielded more than 30 articles per year containing such analyses; judging from the numbers of articles found through other sources that were not identified by the Medline search, the real number of articles using ROC's now probably at least 50 per year. In this 10-year time span, the methodology for the design and statistical analysis of ROC studies has itself undergone substantial development, although, as will be discussed, there are still some gaps. One can appreciate the methodologic progress by comparing the two papers by Metz,23 published in 1978 and 1986, respectively.

Until 1982, ROC methodology was treated mainly in the psychophysical literature, although a small number of expository and applied articles had appeared in *Science* and in specialty journals in radiology and nuclear medicine. The 1982 text by Swets and Pickett brought together the theory and the practice of ROC analysis for biomedical applications; it provided a comprehensive guide to study design, data analysis, and interpretation, and illustrated the principles and the practical considerations using case studies from the authors' own experience in the assessment of medical diagnostic technology. The two journals *Investigative Radiology* and *Medical Decision Making* (1981— ) provide a continuing forum for tutorials and new methodologic developments as they apply to biomedical contexts; unfortunately, methods which are developed and reported in the psychology literature are often slower to reach biomedical investigators. To date, there has been only isolated methodologic interest from biostatisticians, although some papers dealing with statistical analysis of ROC data have just recently begun to appear in professional statistical journals.

* Supported in part by grants from the Natural Sciences and Engineering Council of Canada, Colin Begg, Carl Brewer, Garth McNeil, and John Swets provided helpful comments.

C. Adapting ROC Methodology to Biomedical Contexts

ROC methodology dates back to the early 1950s, when it was developed to describe and summarize the data from signal detection experiments in radar and other psychophysical research. It is closely linked to statistical decision theory and to the practice of quality control, where the term "operating characteristic" was used to describe the performance of an inspection rule which tried to distinguish bad batches from good on the basis of samples. The best textbook source for the basic fundamental theory of signal detection is still the book by Green and Swets.

While the basic concepts underlying ROC analysis do not change when it is applied to medical diagnosis, the experimental challenges and obstacles become substantially larger. The fact that the "signals" emanate from humans rather than from inanimate sources introduces many methodological issues that are not encountered in detection tasks involving simple signals. In such psychophysical experiments, stimuli cost very little to generate; each subject can evaluate several hundred stimuli per session, and sessions can be repeated using different decision criteria. Contrast this with medical diagnostic tasks, where signals are highly variable, where appropriate biological "signals" are scarce and are complex enough that it may take several minutes to interpret each one, and where few suitable subjects are available at any one research location. Clearly, the original ROC methodology cannot just be adopted; it needs to be adapted to fit the increased complexity of medical diagnosis.

D. Scope, Intent, and Organization of This Review

It was difficult to decide toward whom, and at what technical level, this review should be aimed. One possible target is those investigators who need to be aware of ROC analysis but still are not; judging from the biomedical literature and from recent reviews of research proposals to compare diagnostic modalities, this is a large group. A second possible target are those who are already familiar with, or have used, ROC methodology. To many of those in this (much smaller) group, the statistical techniques required appear to be more complex than those in other biomedical applications; in particular, the parametric curve fitting and subsequent statistical inferences may seem especially mysterious and model intense in relation to the small numbers of empirical data points. A third possible target is the (still smaller) group of individuals who are developing new analytic techniques: it is difficult to resist using some of the review as a forum for methodologic debate about their recent work. Rather than address itself to just one of these groups, the review tries to include items of interest to all three. Many of the concepts will have been expressed before, but they bear repeating or being stated another way. Fortunately, in the last 3 years, a number of major articles and reviews have reviewed various aspects of ROC methodology. This allows the review to go lightly over some of these aspects and to concentrate a little more on others that are of personal methodological interest.

The review is organized along three main lines: the need for, and rationale behind, ROC studies; the design of ROC studies; and the analysis of ROC data. The treatment of data analysis may seem unduly long in relation to that of design; this is, in part, because it contains some items, such as consideration of sample sizes, that more properly belong under study design, but that are best appreciated when discussed in the context of the methods of analysis.

II. THE NEED FOR, AND BASIS OF, ROC ANALYSIS

The need for, and the basic principles of, ROC analysis in biomedical contexts have been described by several authors, notably Lusted,1 McNeil et al.,2 Metz,3 Swets et al.,4 Swets,5 and Turner.6 The fundamental theory, based on the signal detection model, is given in the textbook by Green and Swets7 and is best illustrated in the applications described in the applied text by Swets and Pickett.8 However, in the spirit of accommodating "entry level" readers, a short introduction is given here.
A. Purpose of ROC

This describes ROC analysis as "a method of quantifying how accurately experimental subjects, professional diagnosticians and prognosticators (and their various tools) perform when they are required to make a series of fine discriminations or to say which of two conditions or states of nature, confusable at the moment of decision, exists or will exist." By allowing the correlation between data-based diagnoses (prognoses) and actual states of presence or future health of patients to be quantified, ROC analysis can be used to evaluate the accuracy of a medical diagnostic (or prognostic) system. As of now, ROC analysis is limited to discrimination between two states (outcomes); this review will refer to the two types of patients: diseased and nondiseased, or D+ and D-. Likewise, the term "diagnostic system" will be used generically. In some applications, it will refer to a combination of elements, such as a data-collection and data-display device, and a human interpreter or "reader", or "diagnosis", or "observer"; in others, it may simply refer to a test that yields a numerical result. Very often, the interest is in the comparative performance of two systems, e.g., we may wish to compare the performances of two competing biochemicals tests, a biochemical and an imaging test, or the performance of observers in two or more diagnostic modalities, which may differ in the way they collect, process, display data, or in what additional information the observers have access to. ROC techniques can also be used to compare specific observers using the same technology (e.g., for example, in deciding which one to use for a mammography or cytology study) or to test the signal detection performance of training. However, the more usual application is in studies where one wishes to generalize from a sample of observers to observers in general.

B. Measuring Diagnostic Accuracy: The Need for ROC

The considerable variation in the use of the term "diagnostic accuracy" illustrates the need for a sophisticated approach such as that provided by ROC. The simplest index of accuracy is the proportion of patients for which the diagnosis is correct; it is also the most naive, in that it is heavily influenced by the actual proportions (p) and (1−p) of the two states D+ and D−. Gulliver pointed this out 100 years ago, when he explained the inordinately high "accuracy" a fellow meteorologist claimed in predicting tornadoes. Using a degree of politeness seldom seen in modern-day letters to the editor, he pointed out that because the actual frequency p of tornadoes was low, his high accuracy could be achieved by simply "calling for "no tornado" each day. One possibility is to separate the decisions on prediction into two groups according to the two states of nature, i.e., to report separate "proportions correct" for the D+ and D− groups. These two quantities are known by various names; in the medical diagnostic literature, they are referred to as sensitivity and specificity or as the true-positive (TP) and true-negative (TN) fractions. Their complements, the false-negative (FN) fraction = 1−TP and false-positive (FP) fraction = 1−TN, are also used. (The latter are called type II and type I errors by statisticians.) Incidentally, a recent article has pointed out that statistical tests are themselves forms of diagnostic tests and that the concept of statistical power can be viewed as the "statistical sensitivity" of an investigation. The various terms are best defined using the kind of 2×2 table displayed in Table 1. The more "overall proportion correct" is a weighted sum of the two state-specific accuracies with weights p and (1−p).

Unfortunately, using two separate performance measures still does not allow us to compare one diagnostic test with another, even with the same test carried out in another setting or by another observer. Some of the reasons are illustrated in a study by Harris. He noted that sensitivity and specificity values are often regarded as reliable "mathematical "constants" in calculations such as those employed in decision analysis. He examined the literature on seven diagnostic tests and found that for five tests there was significant variation among the reported sensitivities and specificities. He warned the "significant variability among the reported results" raised difficult questions about most of the tests and about the decision-analytic approach in general. He acknowledged several reasons for this unacceptable variability, including (1)
technical limitations that may prevent the test from being completely reproducible, (2) interobserver variability in test interpretation, (3) biased populations or biased interpretations, (4) comparison with a criterion or end point that also has inherent variability, and (5) uninterpretable test results. His message prompted a reply from Swee, 16 who felt that Harris was being unduly harsh that such pessimism "misrepresents the inherent variability in data on diagnostic tests that can be collected in well-designed studies" and that it "exaggerates the effective variability of data on tests now in the literature." Swets expounded on reason (2) given by Harris by explaining that the sensitivity and specificity values associated with a diagnostic test are subject to variation on two independent dimensions: (1) the test’s capacity to discriminate a given disease from nondisease, and (2) the decision criterion (confidence level or cutting score) that is adopted for declaring a test result to be positive. "Thus a test with constant discriminability capability can have measured sensitivity values that vary from 0.0 to 1.0 and specificity values that vary from 1.0 to 0.0, as the decision criterion varies from conservative to liberal." This plot of the TP fraction as a function of the FP fraction is called a ROC curve. In his analysis, Swets took the pair of TP and FP values from each study and plotted them as two-dimensional data points on a TP/FP axes; he was able to show that, after allowance for the sample sizes and other factors in the different studies, the data points from the different studies of any particular test fell on a single ROC curve, illustrating that the test’s capacity to discriminate a given disease from nondisease is relatively constant over studies, and that the apparent variability may reflect different choices of the decision criterion. Using the ROC device of obtaining TPs for a range of DPs, accuracy studies can be designed expressly to control the decision criterion and remove the effect of its variation when evaluating a test’s capacity to discriminate disease from nondisease.

C. Essence of ROC

ROC principles are based on the notion of a "decision variable." 17 This concept is needed because very few clinical diagnostic tests produce results which fall into two obviously defined categories with unequivocal boundaries. With some tests, an "explicit" variable exists; for example, a biochemical test may yield a numerical test result. In such situations, one can choose...
among an infinity of decision thresholds or cut points along the continuum of this variable to serve as the boundary above which one would declare the test "positive"; each different choice will yield a different sensitivity and a different specificity, with a decrease in one being accompanied by an increase in the other. When a diagnostic test can only be interpreted subjectively, the scale and the possible boundaries are "implicit" or "latent," i.e., they exist only in the mind of the observer. However, the concept of a ROC curve remains the same: it is the curve showing the trade-off between TP successes and FP errors (or equivalently, between sensitivity and specificity) as one employs different decision boundaries.

By isolating the perturbations due to the use of different decision criteria, and representing them as different points on the same curve, ROC analysis allows one to directly compare the inherent diagnostic capabilities of different diagnostic tests. As is shown in Figure 1, a more accurate test will be located on a curve closer to the top left corner than a less accurate one. A noninformative test will have a ROC curve that lies along the diagonal.

As was stated earlier, ROC analysis is best suited to evaluating observer performance in distinguishing between two states; it has not yet been adapted to deal simultaneously with three or more states. Although not reviewed further here, ROC methods can, however, be adapted to evaluate observer performance in detecting and localizing abnormalities—tasks which are frequently faced in imaging modalities. Recently, statistical procedures have been suggested for the "free response operating characteristic" (FROC) often used to test detection of multiple tumor nodules on chest films. The approach uses an older technique, which was developed to deal with multiple signals embedded in a uniform background. It is not yet clear if the transfer of the methods to clinical studies (with such nonuniform anatomical backgrounds) can be successful.

III. DESIGN OF ROC STUDIES

The main issues to be faced in the design of a ROC study are deciding the exact nature of the question to be answered, choosing an appropriate type and amount of case material, deciding...
the types and numbers of observers to employ, and establishing the protocol for the conduct of the reading tests. The text by Swets and Pickett covers many of these in detail.

A. Study Objectives

One must carefully specify what the diagnostic system consists of, the clinical setting, and what type of diagnostic task it is being used to perform. Rozanski et al. remind us that the intent of a test, i.e., what types of patient it is trying to sort from one another, is very important. They studied the performance of three ejection fraction variables relative to three intentional goals: diagnosis of coronary artery disease in patients without previous myocardial infarction, prediction of multivessel disease in the same patients, and prediction of multivessel disease in patients with previous myocardial infarction. They found that neither the information content nor the accuracy of radionuclide angiocardiography remained fixed when the test was employed for different, although related, purposes. Fleisher found similar differences in the performance of the CEA test in screening for, and monitoring the progression of, cancer. Thus, diagnostic performance may differ depending on types of patients and institutions in which the test is used, and who the operators are.

It is important to be clear whether one wishes to compare directly two diagnostic modalities that are competitive, or to evaluate the incremental accuracy of tests that are complementary and might be used serially.

Although one would like to have a study evaluate the actual performance of diagnostic tests in the clinic, most observer studies are conducted after the fact on a retrospectively assembled set of cases; the reasons have mainly to do with issues of efficiency and standardization. The amount of reality to be built into “off-line” studies will depend on whether one is interested in measuring the pure signal detection performance of a technology, or its performance when used in conjunction with the other clinical information that is usually available in practice.

B. Study Observers

Although we often tend to ignore it, differences in accuracy can be greater among, or even within, observers than they are (on average) between modalities. Since observers are both the main source of variation in performance and at the same time the main tool of analysis, the choice of observers needs to be carefully made, particularly in comparative studies. Swets and Pickett devote Chapter 10 to this topic.

Incidentally, the constant references in this review to “readers/observers” and “images” may give the impression that the only application of ROC analysis is to radiology and pathology, or to tests that require some operator interpretation. This is not so. The techniques are generic and apply equally, and even more readily, to quantitative tests; the only difference is that some of the sources of human variation do not exist and will be replaced by other ones (such as within and between instruments).

C. Study Cases

1. Gold Standard for “Truth”

The true state of each case (i.e., D+ or D−) must be known in order to score the correctness of each diagnosis. Obtaining such “truth data” for ROC studies of observer performance in dealing with real cases is often difficult and investigators sometimes resort to using surrogate truth data. Revesz et al. investigated various methods of approximating the truth on the conclusions of a study that compared three radiographic techniques. They found that any of the three techniques could be shown to be more accurate than the other, depending on which method was used to define the truth. A similar pitfall is to compare two tests using cases who are positive or suspicious on one of the tests being studied.

Hendelman et al. have proposed a method of ROC analysis that does not require truth data, for use when several very accurate tests are being compared, but their suggestion has not been
followed up. The main drawback seems to be that by essentially relying on the other tests to "define" the truth, it is difficult for the new modality to appear better, even if it allows one to detect disease that the other modalities do not.

2. Case Difficulty

Kunzel,28 has emphasized that for the cases used to compare two modalities, the decision on each case should be borderline difficulty, since "using an obvious case will not show up any differences in the two modalities, nor will a completely obscure one." Thus, one should pick for a ROC curve that is somewhere near halfway between the diagonal and the upper left corner. In simpler detection tasks, the case difficulty can be manipulated by altering the amount of time allowed for viewing each case.29

3. Source of Cases: Verification Bias

It is incorrect to think of a ROC curve as a "constant" that is somehow characteristic of the diagnostic test per se. Several authors have pointed out that nature of the cases used to estimate the ROC curve can have a large influence on its location. To use Diamond's term, the ROC curve is far from "steady". The variation among the four reports of the performance of the stress electrocardiogram (ECG) test examined by Harris28 illustrates this quite dramatically. Harris argued that in tests such as ultrasound, lymphangiography, and mammography, there is wide latitude for observer interpretation and, thus, the possibility of wide variability in sensitivities and specificities as a function of differing observer decision criteria. However, he argued that in the stress ECG test, there is virtually no room for observer variability, especially in the studies he had examined, since "it was rigidly defined as 1 mm of flat or downsloping ST depression below the baseline, which lasted at least 0.08 s." Thus, "if one is ever to expect 'quite reliable data', the stress ECG, using a well-defined endpoint, the Bruce protocol, and a standard definition should provide such data." However, to his dismay, the data points from the four studies did not fall at a single data point in "ROC space", or even on a single unifying ROC curve, that one would expect from the standardization. Instead, Harris noted that the plotted points seemed to generate a "ROC ellipse".

Much of the variation between published ROC curves can be traced to "biased populations" (to quote one of Harris' own suspicions) and "problems of spectrum and bias in the selection of test cases" (an explanation offered in Swets' letter19). Ruschoff and Feinstein28 describe how "workup bias" occurs when the result of the test being studied affects the subsequent workup needed to establish a definitive diagnosis. A positive test result may make the clinician look intensely for a disease that would otherwise go undetected, while a negative result can cause the diagnosis to be missed. (Diamond29 refers to these latter patients as "Zevende Bayes' silent majority", based on the survey by Greenes and Begg,30 one in every four articles on diagnostic accuracy that they surveyed had this bias). The biased sample produces a high index of sensitivity and an erroneously high accuracy for negative prediction. Begg and Greenes,30 who refer to this as verification bias, use the model that if the selection for verification is predictable from the test result and other clinical indicators (so that the statistical association between selection and disease status is merely a reflection of the information in the test and other clinical indicators), then it is possible to quantitatively remove the selection bias in the indices of diagnostic performance. This can be done if information is available on the distribution of test results and clinical indicators in the source population. Dunsford et al.31 provide data on the use of exercise radionuclide ventriculography for detecting coronary disease to illustrate a model for assessing the sensitivity and specificity of tests subject to selection bias. Gray et al.32 extended the methods of Begg and Greenes to the case of test results interpreted on a rating scale, and showed how one can derive a ROC curve which is corrected for verification bias and which should, therefore, more accurately reflect the performance of the diagnostic modality in the source population.
Diamond has suggested that one does not need data on the distribution of test results in the source population in order to estimate a ROC curve that is free of verification bias. Instead, he argued that the "de-biasing" can be achieved simply by the choice of a particular form of the ROC, namely, that based on the "equal variance" logistic model (see below). Unfortunately, as was pointed out by Hanley and Begg, this claim is not valid: the algebra used to claim the invariance of the 1-parameter logistic model to selection bias relied on a formula from Begg and Greenland, which is appropriate for individual 2 x 2 tables (i.e., for binary test results), but which becomes inappropriate when applied to the successive (and, thus, dependent) 2 x 2 tables generated when constructing ROC points from rating data.

4. Other Biases

Other biases in the assessment of diagnostic tests, such as test interpretation biases, uninterpretable test results, absence of a definitive reference test, and the effect of case mix, are described in several texts and articles. Guidelines for circumventing the problems in prospective studies, and areas requiring further research, are described by Begg and McNeil.

Fortunately, the considerable cost and task of setting up a retrospective observer study forces one to confront, and minimize, many of the biases. Also, by and large, biases are less of an issue in comparative studies, where the concern is with relative rather than absolute levels of diagnostic performance. The same issue is regularly faced in assessing studies of therapeutic performance, where there can be large variations in the performance of one treatment from center to center and subgroup to subgroup, but presumably, the comparative performance of two treatments is more constant across these settings.

D. How Many Cases? How Many Readers?

1. General Principles

The third and fourth chapters of Swets and Pickett give a very valuable general overview of the statistical analysis of any index derived from ROC curves. The authors emphasize that statistical precision depends not only on the number of cases (n) used in the study, but also on the size of the sample of observers (i) and the number of times (m) each case is interpreted in each modality. Including multiple observers is part of the general scientific requirement of "replicability" that enhances the believability and acceptability of findings, in the same way that the general tendency seen over many individual clinical trials or centers is more convincing than the results of a large, single-center trial. By studying and describing the range of performance across observers and sessions, one can avoid atypical results and produce a better estimate of the performance of the "average" or "typical" observer on an "average" session. Sample sizes are discussed further below.

2. Comparison of Two Modalities

When designing a study to compare the performance of two modalities, one tries as much as possible to keep all other factors constant in an effort to "compare like with like". Usually this means comparing the two modalities on the same set of patients, observed, when possible, by the same observers or, if necessary, by observers with the same degree of experience. As will be seen below, the analysis of the resulting data should take full advantage of this matching; this is done by using standard errors that reflect the fact that the difference in performance between two modalities should not be as variable in the same cases as it would be in different cases, or with matched observers as it would be with unmatched observers. The Swets and Pickett text has a detailed analysis of the increased power from using case and reader matching across the modalities being compared, as well as the gain from replication (reading such set of images in each modality more than once).

3. More Readings or More Readers?

The authors show that if the total number of readings is fixed, it is always more statistically
Table 2
RATING DATA FROM ONE OBSERVER IN ONE MODALITY*

<table>
<thead>
<tr>
<th></th>
<th>++</th>
<th>+</th>
<th>~</th>
<th>~−</th>
<th>−</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>D−</td>
<td>33</td>
<td>6</td>
<td>6</td>
<td>11</td>
<td>2</td>
<td>58</td>
</tr>
<tr>
<td>D=</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>11</td>
<td>36</td>
</tr>
</tbody>
</table>

efficient to add another reader than to have a reader read the cases a second time in the same modality. However, they emphasize that this logic is somewhat shortsighted, since it depends on the availability of an estimate of the variability when the same reader reads the same cases in the same modality more than once. If one does not have an estimate of this "within-reader" variability, one is penalized in the calculated standard error for not being able to estimate how much of the observed difference between two modalities could be due to the fact that, even when the same cases are read twice by the same reader in the same modality, the reader does not achieve exactly the same accuracy.

F. Data Acquisition
The most economical and widely used method of collecting an observer's impression of each case is through the use of a rating scale, i.e., using graded levels of confidence that the case is D+. Since it is not required that the different rating categories correspond to stated numerical intervals on the probability scale, or even that all readers use the ratings with the same meanings, labels such as "very likely", "probably",,... are sufficient. If a reader does not rate all of the rating categories or rates some very sparingly, the resulting ROC curve will be based on fewer points, or points that are not well spread out across the axes. Swets and Pickett recommend a 2:1 ratio of D+ to D− to "bias readers away from a conservative criterion" and to encourage them to spread out the ROC points as much as possible over the rating scale. Judging from the poor spread of points on some of the ROC curves displayed in the literature, investigators have not been very successful. A recent paper reported that in each reading session, a random number of films were viewed more than once in order to change the prevalence of positive cases from one session to the next. Incidentally, in that study each session was devoted to a different modality; one would prefer to try to counterbalance the modalities over sessions in order to minimize any trends.

IV. DATA ANALYSIS
Following Swets and Pickett, the general procedure for comparative studies is to (1) form two-way frequency tables (such as the 2 × 5 table in Table 2), with one data table for each of the m readings of the entire set of cases by each of the readers in each of the (say) two modalities; (2) fit a smooth ROC curve and derive associated accuracy indices for each data table to yield a multiway layout of I × m × 2 indices (indices are discussed in detail later), (3) average each reader's index over the m readings in each modality (if m >1), (4) average the index over readers within each modality, and (5) compare the difference d in this average index between the two modalities (to the standard error [SE] of d. Step 2) will be illustrated for one data table.

λ. Empirical ROC Points
As is seen in Table 3, the coordinates for each empirical ROC point are (TP and FP) fractions obtained from the 2 × 2 table formed by each different reclassification of Table 2. The two columns are formed by regarding all columns to the right of a designated cut point in Table 2 as a
Table 3
CONSTRUCTION OF EMPIRICAL ROC DATA POINTS (USING DATA FROM TABLE 2)

<table>
<thead>
<tr>
<th>Rating Data</th>
<th>Test result (rating category)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>D-</td>
<td>33</td>
<td>6</td>
</tr>
<tr>
<td>D+</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

ROC data points

<table>
<thead>
<tr>
<th>Test &quot;result&quot;</th>
<th>TP</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;- - or - - or +/-&quot;</td>
<td>2/58</td>
<td>33/51</td>
</tr>
<tr>
<td>&quot;- - or - - or + +&quot;</td>
<td>13/58</td>
<td>44/51</td>
</tr>
<tr>
<td>&quot;- - or - -&quot;</td>
<td>19/58</td>
<td>46/51</td>
</tr>
</tbody>
</table>

"Positive" test result and those to the left as a "negative" one. As one changes the cut point from the very strict one (where only the rightmost ++ category would be regarded as positive) to successively laxer ones, the sensitivity (TP fraction) increases, but obviously at the expense of the PP fraction, which also rises (and so specificity falls). If there are five rating categories, one can "cut" the axis into four ways, yielding four separate (although obviously not independent) two-dimensional data points.

Incidentally, many investigators treat each empirical sensitivity as a sample proportion and use the binomial distribution to accompany it by a vertical confidence interval (CI) around the estimated TP. There are two problems with this approach: First, confidence intervals for different sensitivities are not independent of each other; in fact, the true sensitivities must follow a monotonic sequence as the PP rate is increased, i.e., as the criterion for test positivity is relaxed. Second, this uncertainty calculation fails to take into account the sampling variability of the estimated FP point. Some investigators attempt to incorporate this two-dimensional uncertainty by producing a second confidence interval, this time horizontal, for the PP point, so that the (TP, FP) point is enclosed in what appears to be a rectangular confidence region. This does not mean that the true TP for a given (theoretical) FP must fall within the rectangle or vice versa.
by the "cross hairs" on the point; as was pointed out by Greenhouse et al., the $S$ used to form $a$ $C_3$ for $T_P$ at a given $FP$ is of the form

$$S(E/T_P) = (T_P + \text{ other components}) = s \times FP(1 - FP/n)^{0.5}$$

where $s$ is the slope of the ROC at $T_P$. One will recognize this as a sum of the separate components: the first is the usual binomial variance for $T_P$, based on $n$ $D+$ cases; the second, reflecting the horizontal uncertainty, is the binomial variance for $FP$, based on $n$ $D-$ cases, but weighted by the steepness of the ROC slope.

Even if there are many rating categories, or even if the data scale is continuous, the finite number of cases will still cause the empirical ROC curve to have a jagged appearance. Thus, it makes sense to fit a smoothed curve. This curve estimates the true curve which would have been produced if test data could be obtained on a continuous scale on an entire population of cases, rather than on just a sample.

B. Curve Fitting

Some have argued that the formal fitting of ROC curves, other than a simple eye-fit, is unnecessarily sophisticated to describe what is, after all, only a $2 \times 5$ data table. If the sole purpose is to give a very rough, almost qualitative statement and picture of whether the ROC points are close to the upper left corner, close to the diagonal, or halfway in-between, one would tend to agree. However, if a more quantitative description is required, as in a formal comparison of two modalities, some form of objective curve fitting and inferential procedure is necessary.

One author has fit ROC curves using explicit equations, e.g., a mixture of power-law curves $T_P = \text{ FP}^{a+b} + (1 - p)/(1 - \text{ FP})$. However, unless one uses jackknifing of cases (see below) it is not possible to describe the $SE$ of the resulting indices. Thus, the first, and still the only fully satisfactory, approach to fitting a smooth ROC curve to rating data is to posit the existence of two overlapping distributions (as we instinctively do in the case of numerical test results), one for the universe of $D-$ cases and one (arbitrarily located more to the right) for $D+$ cases. Since we cannot visualize these scales, we cannot speak of the "true" shapes of the distributions. Any scale and any distributional form that produces a sensible ROC curve is suitable provided they reproduce the observed data table.

By positing the scale and the forms of these two overlapping distributions, one can convert the observed $TP$ and $FP$ proportions to points along this scale, and vice versa. (The choice of scale is not much more arbitrary than the choice one has to make, between, say linear and log, before plotting histograms for the concentrations of a biochemical substance.) For example, consider a scale where the two distributions are normal (Gaussian), with the non-diseased population having a mean of 0 and a standard deviation of 1, and the diseased population having a mean $\mu$ and a standard deviation $\sigma$. If the proportion of a normal distribution $\mu=0$ and standard deviation 1 that lies to the left of $x$ is given by the function $\Phi(x)$, then a cutoff of $x = 1.645$ will yield a FP fraction of $1 - \Phi(1.645) = 0.05$ and a TP fraction of $1 - \Phi(-1.645 - \mu/\sigma)$. The expected distribution of rating data generated by such a model is illustrated in Table 4; it is assumed for the purposes of illustration that the parameter values are $\mu = 2$, $\sigma = 1.5$, and that the four cutoffs, numbered from right to left (as in Table 3), are $x_4 = 1.645$, $x_3 = 1.28$, $x_2 = 0.84$, and $x_1 = 0.0$ (these four cutoff values were chosen so that they would be familiar to those who use cutoffs or critical values for statistical tests). These six parameter values generate ten entries (two sets of "five-nomial" frequencies) in the data table.

Table 5 shows the reverse process, i.e., how one fits the parameters by searching for the values that produce expected frequencies that "best" fit the observed data. The steps in the process are the same as those of Table 4, except that the order is reversed. The ten table entries, which, because each row total is fixed, constitute only 8 degrees of freedom, are used to estimate six parameters $a$, $b$, $x_1$, $x_2$, $x_3$, and $x_4$. 
### Table 4
EXAMPLE OF ‘EXPECTED’ ROC DATA TABLE GENERATED BY SIX PARAMETERS OF A BINORMAL MODEL [n(D−) = 50, n(D+) = 60]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu(a,b) )</td>
<td>2</td>
<td>1.5</td>
<td>0.00</td>
<td>0.84</td>
<td>1.28</td>
<td>1.65</td>
</tr>
</tbody>
</table>

#### Expected values

<table>
<thead>
<tr>
<th>Performance</th>
<th>TP = 1 - ( \Phi(x) )</th>
<th>0.90</th>
<th>0.20</th>
<th>0.10</th>
<th>0.05</th>
<th>0.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP = ( 1 - \Phi({x - \mu(b)}) )</td>
<td>0.91</td>
<td>0.78</td>
<td>0.68</td>
<td>0.59</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

#### Rating category

<table>
<thead>
<tr>
<th>Proportions</th>
<th>–</th>
<th>–</th>
<th>+</th>
<th>++</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>D−</td>
<td>0.50</td>
<td>0.30</td>
<td>0.10</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>D+</td>
<td>0.09</td>
<td>0.13</td>
<td>0.10</td>
<td>0.09</td>
<td>0.59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data table</th>
<th>D−</th>
<th>D+</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>15.0</td>
<td>5.0</td>
</tr>
<tr>
<td>5.4</td>
<td>7.8</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Note: \( \Phi(x) \) is the proportion of the normal distribution with mean 0 and standard deviation 1 falling below the \( x \)-th of \( x \). Thus, \( \Phi(\{x - \mu(b)\}) \) is the proportion of the normal distribution with mean \( \mu(b) \) and standard deviation \( \sigma \) falling below (to the left of) \( x \). The expression \( x = \Phi(\pm \sigma) \) is written as (1/s) \( x \) – \( \Phi(\pm \sigma) \) in Dermit and All.

At least two criteria for best fit could be used, that of minimum chi-square or that of maximum likelihood. Both methods estimate all six parameters simultaneously and require an iterative search. It is important to realize that both techniques fit the proportions or expected counts to the observed \( 2 \times 5 \) data table, rather than to the points per se, and both recognize the multinomial-structure of the data.

While the performance data appear to have the traditional linear form \( "y = bx - a" \) when plotted on normal-deviate axes, the \( x \)-s are parameters to be estimated rather than known constants. Also, for rating data, the data points were not independent, since the cumulative over successive rating categories induces a correlation. The nuisance parameters \( x \) are not needed to draw the smooth fitted ROC curve; it is simply the locus of points \( 1 - \Phi(\{x - \mu(b)\}) \), i.e., \( 1 - \Phi(\{x - \mu(b)\}) \), vs. \( i - \Phi(x) \) as \( x \) moves from \( + \) to \( - \), and so it only needs the values of \( a \) and \( b \).

As will be discussed below, one could just as profitably have chosen logistic rather than normal distributions. Although their mathematical form is less familiar, the two models are very close in shape, and, indeed, for the former is mathematically easier to transfer to between the TP and TP fractions on the (0,1) scale and the modeled decision (s) scale, since the logistic function corresponding to \( \Phi(x) \) is simply \( \Phi(x) = 1/[1 + \exp(-x)] \). ROC curves fit from a logistic model will be linear on logistic axes.

#### C. ROC Axes: Linear or Transformed?

Some authors prefer to plot the empirical and the formally fitted ROCs on these transformed
### Table 5
SIX BINORMAL PARAMETERS ESTIMATED FROM OBSERVED ROC DATA TABLE (DATA AS IN TABLE 2)

<table>
<thead>
<tr>
<th>Rating category</th>
<th>--</th>
<th>+</th>
<th>+/</th>
<th>++</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data table</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D−</td>
<td>33</td>
<td>6</td>
<td>11</td>
<td>2</td>
<td>58</td>
</tr>
<tr>
<td>D+</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>73</td>
<td>51</td>
</tr>
</tbody>
</table>

| Proportions     |    |   |    |    |       |
| D−              | 0.57| 0.10| 0.11| 0.19| 0.03| 1.00 |
| D+              | 0.06| 0.04| 0.04| 0.21| 0.65| 1.00 |

| Performance (Bonferroni) |    |   |    |    |       |
| FP              | 0.43| 0.33| 0.22| 0.03| 0.00 |
| TP              | 2.94| 0.90| 0.86| 0.65| 0.00 |
| $\Phi = \Phi(1 - FP)$ | 0.20| 0.47| 0.77| 1.86| 0.00 |
| $[x - \mu] = \Phi^{-1}(1 - TP)$ | -1.65| -1.34| -1.13| -0.38| 0.00 |

| Parameter estimates |    |   |    |    |       |
| μ = 0, b = 1 | 1.16| 1.42| 0.17| 0.45| 0.76| 1.82 |
| σ = 0.60 | 1.18| 1.40| 0.17| 0.46| 0.77| 1.80 |

| Fixed values |    |   |    |    |       |
| FP = 1 - $\Phi(x)$ | 0.43| 0.32| 0.22| 0.04| 0.00 |
| TP = 1 - $\Phi(x - \mu)$ | 0.94| 0.91| 0.87| 0.65| 0.00 |

<table>
<thead>
<tr>
<th>Rating category</th>
<th>--</th>
<th>+/</th>
<th>++</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data table</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D−</td>
<td>33</td>
<td>6</td>
<td>5.8</td>
<td>18.4</td>
</tr>
<tr>
<td>D+</td>
<td>3</td>
<td>1.5</td>
<td>2.0</td>
<td>11.2</td>
</tr>
</tbody>
</table>

---

* Estimated by least squares method from data on binormal axes.

* Estimated by method of maximum likelihood.

Note: (normal, logistic, ...) axes rather than on the conventional linear (0,1) ones. The main reasons are that it is easier for the human eye to compare straight lines than curves, and that the lack of fit of the fitted model is more readily apparent on the transformed axes. Also, these axes make it easier to plot several curves, since the scales expand as one approaches the extremes, i.e., the crowding as the upper left corner of the unit square is avoided. Of course, both scales can be shown on the same graph.
D. Choice of Models for Fitting ROC Curves

One might ask whether the (somewhat arbitrary) choice of the binormal model is justified, especially when the data scale points to underfit the observed 2 x 5 table is unobservable. A review of the history of some of the available models and how these models are really used may help.

Sweets and, especially, Metz have repeatedly emphasized that whether one fits a binormal model (or a bieptonic, bish-squared, or bieponential one), one does not assume that if one could observe the latent distributions, they would have this exact form. The ratings are ordinal rankings, and the spacings between them do not imply any particular numerical scale. Investigators sometimes try to attach a probabilistic value to the verbal label associated with each rating category, but even if those were taken literally (as in weather forecasting), the distributions can be made to look very different by simply changing from a probability to other scales, such as the odds, log-odds, probit, or logit.

This is illustrated in Figure 2, where by simple changes in the decision variable scale, the familiar pair of fitted normal distributions can be deformed into very different shapes, one like a pair of exponential distributions, one more like a pair of chi-square distributions, and one pair involving a rectangular distribution. Conversely, one began by fitting a pair of negative exponential distributions, one could easily, by the same changes of scale, produce a pair of distributions very close to the binormal ones. No matter which scale, however, the ten fitted data frequencies would be the same and the ROC curves would be identical.

This latitude in the depiction of the same distributions means that a ROC curve does not uniquely determine the underlying-decision-variable distributions. Any monotonic transformation of the decision variable generally yields different underlying distributions with different shapes, but does not change the functional form of the ROC curve. Thus, the "binormal" assumption concerns only the functional form of the ROC curve (which can always be examined empirically) and not the form of the underlying distributions themselves (which cannot be determined in many applications of ROC analysis). It only specifies the underlying distributions up to a monotonic transformation of the decision axis. As one can see from the figure, the coarse nature of the rating data leaves a lot of freedom to fit distributions to tables. This freedom is not a function of sample sizes (numbers of cases), but of the number of rating categories.
Fitting an ROC Curve to Data from Different Studies

Occasionally, one may wish to construct a ROC curve for a diagnostic modality using single (TP, FP) points from different reports in the literature. Swets did just this, albeit in an informal way, using a simple eye fit, with the data presented in Harris' compilation of (TP, FP) pairs from different studies of a single modality. One can produce a more formal fit by using a fitting technique developed to estimate a ROC curve from a series of (independent) 2 × 2 tables. The technique assumes that the differences between 2 × 2 tables in the series are generated from separate "sessions" using a binary response category, a different criterion level for positivity (signal presence) is used in each session, and each session was mainly in psychophysics, the set of criteria varied from session to session (unless they had been recorded). However, the nature of the stimuli and, thus, the level of detectability of the "signals" remained the same over sessions.

Because it requires one session per data point, this technique is seldom used nowadays.

However, if one considers the 5 × 2 data table from one medical diagnostic study as analogous to one 2 × 2 data table from one session of the psychophysics study, and if the nature (degree of difficulty) of the cases was reasonably constant over the different reports, the algorithm can be applied to fit a curve in a series of data points from the literature. The procedure uses the same binormal model used to fit rating method data, and produces estimates of the same parameters a and b.

Obviously, there is the possibility that the points from different investigations do not really belong on the same ROC curve, just as there is often controversy over whether disparate results of several studies of the performance of a therapeutic maneuver should not be merged into a single overall summary. The output from the fitting procedure can help one to judge the contribution of each data point to the overall lack of fit statistic. However, just like in any pooling of therapeutic results from different studies, the decisions as to what results to pool involve more than just purely statistical criteria.

It must be emphasized, however, that it is very difficult to fairly compare the "intra-ROC" curve for one modality (using one set of reports) with that for another modality (estimated from other reports). Any attempt to do so is subject to the same kind of criticism that would be engendered if one compared the pooled reports on the performance of one therapeutic maneuver with the pooled results of another series of reports on the performance of another therapeutic maneuver.
F. Pooling Rating Data from Several Readers

When using a rating scale, readers are very likely to differ in their choices of decision criteria; for example, one observer's "+/-" may be another's "-". Thus, it is impossible to pool the data tables of individual observers, unless their decision criteria are very close. The single index calculated from the overall pooled raw data is usually attenuated compared to the average of the reader-specific indices, as explained in Chapter 2 of Swets and Pickett. More recently, Macmillan and Kaplan have analyzed ways to obtain composite ROCs from binary-response data. Their results have been taken as support for the pooling of rating data, although they caution against "averaging together data from subjects whose accuracies or response criteria are very disparate." As will be discussed later in this review, new cautions are not always needed, even though ignoring them can produce unwelcomed effects. Raw data should only be pooled in situations where they are too sparse to be analyzed separately, and then only after careful inspection.

G. Indices Derived from ROC Curves

1. Reproducing the ROC Curve

The values of the binormal (or bichoric) parameters a and b are sufficient to reproduce the smooth ROC curve. For example, to calculate the TP points corresponding FP = 0.05 to 0.95, see first use either the normal probability tables or the function $\Phi^{-1}(p)$ (which gives the $x$ value below which a proportion $p$ of the normal distribution lies) to calculate $x_a = \Phi^{-1}(1.00 - FP = 0.05)$ to $x_b = \Phi^{-1}(1.00 - (FP = 0.05))$. One then uses the complementary normal probability tables or the complementary function $\Phi(x)$ (which gives the proportion of the normal distribution that lies below $x_b$) to obtain the TP fractions

$$TP_{FP = 0.05} = 1 - \Phi(x_a - x) \quad TP_{FP = 0.95} = 1 - \Phi(x_b - x)$$

2. Indices to Summarize a ROC Curve

As an index of accuracy, one can use either the TP fraction corresponding to a single selected FP fraction, which one might refer to as $TP_m$ or the area under the ROC curve, which is generally referred to as A.

The main advantage of the $TP_m$ index is that it is readily understood. However, it is unlikely that different authors will standardize their $TP_m$s to the same value of FP, and one cannot always gather from a published report whether a FP value was chosen in advance of a study or after inspection of the curve(s). Moreover, as will be discussed below, the statistical reliability may be lower than that of other univariate indices.

Thus, the area $A_m$, in particular, the area $A$ under the ROC curve plotted on normal axes is recommended as the index of choice. The "$x" in $A_m$ is used to denote that it is calculated using the formula $A_m = \Phi[z(1 + b^2)]$ from the parameters a and b of the ROC curve fitted using the binormal model; we would need a different suffix (say $I$) and a different formula if the parameters are fit using the logistic model. The suffixes z and x serve to distinguish these model-based areas from the trapezoidal area under the "curve" that has been formed simply by joining the empirical ROC points. Although this latter area, called $P(A)$ by Green and Swets, is nonparametric and much easier to calculate, it is more likely to be affected by the location or spread (or small number) of the ROC points and yields a smaller area than one derived from a smooth curve. $P(A)$ would advocate using $P(A)$ as a summary index for already collected ROC data. However, because it is nonparametric, and because it is related to the well-studied Wilcoxon statistic, its sampling variation cannot be used to project the variation to be expected in $P(A)$, or in $A_m$ from one set of cases to another (assuming no within-reader or between-reader variation). Apart from its obvious graphical meaning, the A index does have an interpretation in signal detection theory as the proportion of correct choices in a two-alternative forced-choice (2AFC) experiment. It is an experiment where in each trial the reader is presented with a pair of images,
one from a randomly chosen D+ and one from a randomly chosen D-, and is asked to decide which image derives from which. Bamber and later Hanley and McNeil explored this threc-way identity between A, the quantity \( \text{Pr}(Y > X) \) unbiased in the 2A-FC experiment, and the proportion estimated by the Wilcoxon statistic to characterize the variability of A due to case sampling.

Despite its interpretation as a probability of correct choice in the 2A-FC experiment, the area index does not appeal to all investigators. Some find it too "slick" and too "mathematical"; they argue that since a large part of the area comes from the rightmost part of the curve, it includes PPs that are of no clinical relevance, and so is likely to be insensitive when used to compare the performance of two modalities. They also worry that curve 1 may have higher TPs than curve 2 in the region of relevant PPs, but that the two curves could conceivably cross, and that this superiority in the left portion of the curve may be lost, or even reversed, when the curves are ranked on the basis of the overall curve.

3. Why \( A \)?

One set of negative reactions to \( A \) is woebegone counting. One investigator \(^9\) characterized the (ROC) method to describe the diagnostic efficiency of a test used in the paper by Swets et al., \(^9\) as an elegant way to graph the sensitivity and the specificity of a diagnostic test where observers are not or cannot be standardized to diagnostic criteria. However, he worried that, unfortunately, the "fundamental index", \( A \), is less useful for comparing diagnostic methods than is visual inspection of the ROC curves. He further suggests that, even when the sensitivity-specificity lines, plotted on normal-deciate axes, do not cross, comparison of \( A \) index is meaningless unless there is a good likelihood that the sensitivity-specificity lines are actually parallel. He argues that "even when the use of the \( A \) index is statistically permissible, it is not the logical measure of comparison when choosing a method for its cost-benefit in screening, for its precision in estimating prevalence, for its sensitivity in monitoring change, or any other characteristic" and asks "is there then, any use for the \( A \) index in comparing medical diagnostic methods?".

Since this reviewer believes that many investigators have this same reaction to the area index, but may be unwilling to voice it publicly, the authors' reply \(^9\) is particularly instructive. Not only does it focus on which ROC index to use, but it also serves to put ROC methodology itself into broader perspective. Thus, it is reported and quoted at some length here.

While agreeing that in any one particular situation one should try to define the operating point or the curve that is optimal for that situation and use this point in further analyses, they stress that we do not agree, however, that all important questions of accuracy pertain to a particular situation, nor that optimum can usually be clearly established, and so we find useful an index \( A \) that reflects accuracy inversely, through a range of possible operating points.

A general index of accuracy is required when evaluating a diagnostic method from a general vantage point, say, a governmental health agency. The agency must recognize that the optimum operating point by itself alone will vary considerably from one diagnostic setting to another (for example, community hospitals vs. teaching hospitals) and, within one setting, from one patient population to another (for example, from a population being screened to a population at high risk). The agency will doubtless also recognize that optimum operating points for particular situations are frequently not precisely determined, and that the operating point used in a given type of diagnostic situation will vary across locations and perhaps across diagnostician at one location. Moreover, stratification at established optimum into various practice is not simple. Thus any index of accuracy that represents a range of operating points is desirable. If necessary, \( A \) has converted and well-studied statistical properties, which make it preferable to the usual other general indices that have been considered.

Swets et al. do not dismiss Juckett's concern about the possibility that the slopes of ROC curves being compared may differ; they emphasize that a general index should not be used if the slopes are materially different. However, they point out that the difference in their particular study could easily have been sampling variation, and that in any case the curves did not cross anywhere near an operating point of possible interest. In their experience, ROC slopes are essentially similar in most comparisons.
4. A Compare between TP<sub>0</sub> and A

It has been suggested that, rather than choosing either the index TP<sub>0</sub>, the TP for a selected FP point or, at the other extreme, the index A (which can be thought of as TP averaged across all FPs), one should compute the average sensitivity (TP) over a range of relevant FPs. Part of the statistical theory for this type of index, which one could term TP<sub>range</sub>, recently been developed. The statistical procedures are established in the context of a class of indexes and are illustrated using continuous rather than rating data; however, they can be adapted to rating methods. In its generic form, all of the indexes are viewed as weighted integrals of the sensitivities (s) over the specificities (p), i.e.,

\[
\text{Index} = \int_{0}^{s} S(p)w(p)dp
\]

where the integral runs from 0 to 1, and w(p) is any nondecreasing function satisfying w(0) = 0 and w(1) = 1. Thus, the sensitivity for a given specificity p, which the authors call S(p), and which is called TP<sub>0</sub> in this review, is calculated by letting w(p) have unit point mass at the fixed value p<sub>0</sub>. The area index is obtained by letting dw(p) = dp for all p, while the average sensitivity for specificities between p<sub>p</sub> and p<sub>r</sub>, which is called TP<sub>range</sub> in this review, is given by letting w(p) = dp(p<sub>r</sub> - p<sub>p</sub>) for p between p<sub>p</sub> and p<sub>r</sub>, and 0 elsewhere. SEEs are developed for the various forms of the index and for between-modality differences in the index.

As they stand, the methods are not entirely suited to the heavy grouping inherent in rating data. However, the simulations that were carried out on continuous data suggest that in terms of statistical power to distinguish between diagnostic modalities, the A index had the highest power, the TP<sub>range</sub> was intermediate, and the TP<sub>0</sub> index was the least sensitive. This ranking is to be expected, given the successively smaller amounts of data used in the three indexes. It is also borne out in the examples supplied with the computer program RCPWP<sup>9</sup> which calculates statistical power for a variety of accuracy indexes derived from rating data.

II. Standard Errors Used for Inferential Procedures

1. Single Modality

The purpose is reporting an index of performance of a diagnostic system with a sample of cases, a sample of observers, and a sample of readings is not to tell the journal reader, how well it performed in this particular sample that was studied, but to provide an estimate of how it would perform "on the average" in those similar cases and observers and readings that were not studied. The uncertainty of this estimate of performance, usually quantified using a SE, should be an amalgam of all of the sources of its sampling variation, (e.g., those of a systematic nature) are referred to as "biases"; these are often more difficult to quantify.

If a study of n cases, I observers or "readers", and m readings/case/observer, the SE of the index (averaged over m and f) is given by Equation 2 of Swets and Pickett.

\[
\text{SE(index)} = \left[ \frac{V_{n} + V_{f} + V_{m}}{n} \right]^{1/2}
\]

where V<sub>n</sub>, V<sub>f</sub>, and V<sub>m</sub> are the variance components introduced by sampling individual cases, observers, and readings occasions, respectively. This textbook should be consulted for a fuller explanation and illustration of these components. As a general rule, however, the index is more trustworthy, i.e., the standard error is smaller, if it is averaged over more cases (n), more observers (f), and more occasions (m). In the form of the equation given here, I have used V instead of S<sup>2</sup> for variance and changed the meaning of "V" so that it refers to the variance in the difficulty of individual cases, rather than to the "variation due to differences in mean difficulty from one case sample of n to another case sample of n" (Swets and Pickett's usage). Because the index is derived from a group of n cases, it contributes a term V<sub>n</sub> to the SE equation. I have
presented "V." with this altered meaning in order to emphasize its similarity to the \( \sigma^2 \) (h)\(^2\) used as the SE of a simple group mean. This multicomponent form of the SE is not peculiar to indices derived from ROC curves: if one estimated the average blood pressure of some population from a sample of \( n \) individuals, each measured \( m \) times by \( k \) observers on \( m \) different instruments, the associated SE would have a somewhat similar form.

The quantity \( V_0 \) must be estimated through its components of variance analysis, since the observed variation between readers includes both \( V_0 \) and \( V_{\text{r}} \). Likewise, the quantity \( V_0 \) must be estimated by subtracting \( V_{\text{r}} \) from the variance \( V_{\text{tot}} \) that is calculated by the Dorfman and Alf procedure. In a study which does not include repeat readings, the two components cannot be separated and the estimated SE will be too large by some unknown amount.

2. Comparison of Two Modalities

Statistical tests and confidence intervals for the difference \( d \) in accuracy of two modalities is based on the SE of this difference (Swets and Pickett advocated the use of the \( t \) tables for such inferences, although, as will be discussed below, it will sometimes be more appropriate to use the \( z \) tables). If the two modalities are tested on two completely different sets of cases by different readers, the SE of the difference in the mean performance index of two modalities is simply the square root of the sum of the squares of the separate SEs. If cases and/or readers are matched across the two modalities, the relevant components of the SE are reduced accordingly. This is done by using correlation terms \( r^2 \) which multiply the variance terms by factors of \( (1 - r) \). Again, following Swets and Pickett, if the \( V_0', b_0, f_0, \) and \( m_0 \) are equal in the two modalities, the SE of the estimated difference \( d \) in the performance index between two modalities has the compact form

\[
SE(d) = \sqrt{\left[ (1 - r_1)\sigma_1^2/n + (1 - r_2)\sigma_2^2/f + \sigma_{\text{r}}^2/m \right]}
\]

where \( r_1 \) and \( r_2 \) are correlations reflecting the degree to which a set of cases which are above (below) average difficulty in one modality will be likewise in the other modality, and the degree to which a set of observers who are above (below) average accuracy in one modality will be likewise in the other modality.

Methods for estimating the difference variance and covariance components, and for obtaining conservative estimates for \( \sigma^2_0 \) (if the study does not include repeat readings) are described in detail in Swets and Pickett. Their method of estimating \( V_0 \) and \( \sigma^2_0 \) can be difficult when \( n \) is small, because it involves splitting the data set into subsets of cases, and applying the Dorfman and Alf estimation method to each subset. Hanley and McNeil used a largely non-parametric approach to estimating these two quantities for the "area under the curve" index. They also illustrated the use of jackknifing \( n \) cases, coupled with the Dorfman and Alf procedure, to directly estimate the SE of any index difference measured on the same cases. Metz et al. provides a bivariate extension of the binormal model which allows one to estimate \( r_1 \) for any accuracy index derived from the same set of cases.

1. Sample Size Considerations

If one wishes to have a power of \( (1 - \beta) \) to detect a difference \( (\Delta) \) of \( \delta \) in the accuracy of two modalities, using a "critical ratio" test based on \( z = d/SE(d) \) with a type I error of \( \alpha \), then the SE of the observed difference \( (d) \) must be small enough to satisfy the equation:

\[
CR_\alpha SE(d | \Delta = 0) + CR_\beta SE(d | \Delta = \delta) \leq \delta
\]

(The quantities \( CR_\alpha \) and \( CR_\beta \) with \( CR_\alpha \) taken as a positive quantity are the values of the critical ratio associated with probability levels of \( \beta \) and \( \alpha \); they should be based on the z or t distributions depending on how many degrees of freedom are available to calculate \( SE(d) \).)
Because $SE(d)$ involves three sources of variation ($V_1$, $V_2$, and $V_3$), there are many possible sample size configurations. Estimates of the $V_i$'s can be obtained from previous studies; indeed, investigators are urged to include them in their reports. Some sense of the importance of each can be gained from Figure 24 of Swets and Pickett, which uses the $V_i$'s estimated from their own study to present the relative power of different designs using $n$'s from 60 to 240 and $l$'s from 1 to 7. A computer program, ROCPWQ, developed by Metz can simulate the power of studies of various size n's (cases) to detect differences between modalities in single- and two-parameter indices of ROC curves. Likewise, the procedure of Hanley and McNeil can be used for the area index. However, the sample sizes determined by these two approaches may be unrealistically small in that the calculations only take account of the term $(1 - r/V_2/n)$, i.e., they, in effect, assume that $(1 - r/V_2/n)$ and $V_3$ are zero. It would be helpful if more data were made available on the three components so that those planning studies can assess which of the three variance components contribute the most to the overall $SE(d)$.

**A Simpler Approach**

Recently, Dorfman and Berkson described a method and supplied an accompanying computer program to compute jackknife estimates (and their $SE$) of indices of accuracy estimated from a single ROC curve fitted to rating method data that have been pooled over a group of observers\(^5\) (such pooling might be the least effective if there are not sufficient cases to fit separate ROC curves for each observer). The approach is more noteworthy for its implications than for being used until now.

Usually, jackknifing has been used to assess sampling variation due to cases. However, Dorfman and Berkson use it to assess the variation due to readers. In order to understand their jackknife approach, it is best if one first reviews the four steps one might take if there were enough data to estimate a separate curve for each of the $n$ observers. These are

1. Calculate a separate value of the index, which we could denote $I_{(i)}$, for each of the observers.
2. Calculate and report the average value, $\overline{I}_{(i)}$, of this index.
3. Assume that $V_1$, $V_2$, and $V_3$ are negligible and base the $SE$ of the reported $\overline{I}_{(i)}$ on the number $l$ of readers making up this average and the observed variation ($S^2_{(i)}$) in the index between readers, i.e.,

$$SE(\overline{I}_{(i)}) = \frac{S^2_{(i)}}{l^{1/2}}$$

where $S^2_{(i)}$ is computed from the indices $I_{(i)}$, to $\overline{I}_{(i)}$, in the usual way as

$$S^2_{(i)} = \frac{\sum (I_{(i)} - \overline{I}_{(i)})^2}{l - 1}$$

4. Base inferences on the $t$ distribution.

In their jackknife method, one proceeds by these same four steps, except that, instead of Index, to Index, one uses "pseudovalue", as, to Index, of them. These pseudovalue can be regarded as the contributions of the individual observers to the single ROC curve estimated from the pooled data. Thus, to obtain the pseudovalue, one must first calculate the index, which they denote $I_{(i)}$, from the entire pooled rating data. To obtain the pseudovalue for observer $i$, one deletes the rating data produced by the $i$th observer from the overall pool of data, and uses the index, which they denote $I_{(i)}$, calculated from this reduced pool, to calculate

$$I_{(i)} = (l/I_{(i)} - (l - 1)I_{(i)}$$
Table 6
COMPARISON OF RESULTS OBTAINED FROM INDIVIDUAL AND POOLED EATING DATA

<table>
<thead>
<tr>
<th>Observer</th>
<th>$A_i$</th>
<th>$A_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.849</td>
<td>0.779</td>
</tr>
<tr>
<td>2</td>
<td>0.857</td>
<td>0.837</td>
</tr>
<tr>
<td>3</td>
<td>0.840</td>
<td>0.829</td>
</tr>
<tr>
<td>4</td>
<td>0.850</td>
<td>0.726</td>
</tr>
</tbody>
</table>

1–4 pooled

Average of 1–4

SD of 1–4

SE (pooled)

Note: $A_p$ denotes the pseudo-value obtained by jackknife.

* Data source: Dorfman and Berbaum.

The analysis of these pseudovalue then proceeds in the same way as outlined in steps 1 to 4 above.

The dangers of unnecessary pooling: an aside — Permit a comment on pooling here. As was obtained earlier, this reviewer sees little need for the pooling of rating data from individuals or for formal inferences based on them, unless there are very sparse. The same-type data used to test the implementation of the BSCOM102 program 15 is a good illustration of the discretion that can occur when one pools raw data. These are the same data described in the original Dorfman and Air paper 16 and again in Appendix D of Swets and Pickens. n = 118 and n = 4. The values of the $A_i$ index, calculated separately for each observer, are shown in the $A_i$ column of Table 6. They range from 0.807 to 0.847 and average 0.842. By contrast, the single $A_p$ estimated from the n = 472 rating is 0.804, which is 0.018 lower than even the lowest of the four individual $A_i$'s. The reason for this large attenuation is that the four datasets that were pooled had very different decision criteria. This can be seen in the histogram plot (see Figure 3 of Dorfman and Air) or, for the present, by looking at pages 216 to 219 of Swets and Pickens. Observation 4 had much more conservative decision criteria than the others, so much so that its tightest criterion value is near the loosest criterion value of observer 3. Under the jackknife approach, one would assess a summary index, the equally attenuated value of $\text{Index}_{pooled} = 0.793$ instead of $\text{Index}_p = 0.804$. One could dismiss this attenuation as spurious or as a consequence of using the $A_p$ instead of the individual $A_i$'s. The reason that the jackknife method overestimates the between-rater variation can be traced to the pooling of data with very different decision criteria. As a result, as one can see in the $A_i$ column of Table 6, the pseudovalue for observer 4 makes the other four data points look less different from each other. The result is that while observer 4 would rank this observer's accuracy in the individual $A_i$'s, he appears least accurate when ranked using the pseudovalue. In this example, using the jackknife would lead to very conservative statistical inferences. If observer 4 operated in the same way as a second modality, one might speculate that the decision would be partially canceled out. However, the decision would have a very serious impact in the "unmatched readers" study.

1. Which SET: An Important Principle

It is instructive to look beyond any objections to the pooling of raw rating data when one has enough data that one doesn't need to pool, or any distortions that pooling can produce when used with jackknifing. Consider instead the principle that Dorfman and Berbaum use to calculate $\text{SE}$; the principle is the same whether one uses the traditional $\text{Index}_p$ or the pseudovalue $\text{Index}_{pooled}$. The important point to note is that, in contrast to Swets and Pickens' formula, the case variance $V_i$ and the reestimating variance $V_w$ do not appear in the form of $\text{SE}$ implied by the Dorfman-Berbaum approach. By analogy with SE calculations for more conventional measurement data, one suspects that $V_i$ is already contained in the observed between reader variance $V_{ij}$. Whether
V should be included is less of a worry if one is estimating the SE of the difference in an index between two modalities which use the same set of cases. This is especially so if the case-correlation r is high, since the contribution (1 - r) to the overall SE will be greatly reduced. Dorfman and Berbaum explicitly acknowledge the issue of reader matching by stating in their user's guide, "If two independent pools of observers are to be compared, jackknife estimates can be used to construct a t test for independent samples." This means that the difference d in the index between modalities 1 (evaluated by i observers) and 2 (evaluated by j unmatched observers) could be tested statistically by computing the usual critical ratio

\[ CR = \frac{\text{Index}_{\text{group}(1)} - \text{Index}_{\text{group}(2)}}{\text{SE}[\text{Index}_{\text{group}(1)}] + \text{SE}[\text{Index}_{\text{group}(2)}]} \]

and comparing it to the Student t distribution with \( i + j \) degrees of freedom.

For the study with matched readers, they recommend: "If two pools of data are obtained from a single group of observers presented with the same stimuli under two experimental conditions, a t test for paired observations can be performed upon the paired pseudodifferences of the two groups." This means that the average of the j paired differences \( d_j = \text{Index}_{i(1)} - \text{Index}_{i(2)} \) could be tested statistically by a one-sample Student t (with \( i - 1 \) degrees of freedom) by computing the usual critical ratio

\[ CR = \frac{\text{average } d_j}{\text{SE}[\text{average } d_j]} \]

where the SE is calculated from the individual d_j's in the usual way.

It is not clear to this reviewer whether the term "the same stimuli" refers to case matching (as in medical images) or to "unmatched stimuli, but of the same type" (i.e., as might be presented in some "live" psychophysics experiments). Further investigation and clarification are needed to be sure that case and rereading variances are, or should be, included in Dorfman and Berbaum's formulas for the SEs. If they need to be included, the principle of jackknifing can be extended to cover both cases and readers, as has been suggested by Hansev.

The Dorfman-Berbaum approach does emphasize, in a statistical way, the important point that the strength of an observed difference between two modalities depends on the number of observers in whom the difference is observed and (maybe) less so on the number of cases used in the study. In other words, the unit of analysis is as much the observer, as it is the objects that are being observed. Indeed, this is implicit in the terminology used by Dorfman and Berbaum, who use the term "subject" to refer to an observer.

The simpler Dorfman and Berbaum approach has to be taken as a license to ignore the larger SEs calculated by Swets and Pickett's formulation. The two approaches will agree if \( (1 - r) \) is negligible compared to the term \( (1 - r) \) in the denominator of the t test involving the \( 2i \) indices of \( i \) matched readers.

2. Readers as the Unit of Analysis?

If readers are the main contributors to the SE(d), and a t test or paired t test is, therefore, warranted, this means that the more complex ML estimation procedures required to generate x-based SEs are no longer as crucial. As was pointed out by Grey and Morgan, simple iterative techniques, suitable for implementation on a spreadsheet, can be used to estimate the parameters a and b of the logistic ROC model using the method of minimum chi-square; or one could use nonlinear estimation routines from standard statistical packages to fit either the binormal or the
bilingual ROC by maximum likelihood. The fact that such fitting-technique may not yield a case-based SE does not matter if SE(α) is to be based only on the variation among, and the number of, observers.

3. Implications for Sample Sizes

It is unfortunate if the early preoccupation with SEs and with statistical inference, in general, beginning with Dorffman and Alf and continuing with Hanley and McNeil and with Metz, was focused on rather than I. These "n-based" SEs do have a place, albeit in special situations. They are appropriately used, when I = 1, to statistically compare the performance of a specific (named) reader in one modality with the performance of the same (or another named) reader in a second (or perhaps in the same) modality. However, no matter how large the n, an I of 1 cannot be used to make inferences to a whole class of readers (unless, of course, there is absolutely no between-reader variation). "Operating-characteristic" systems that inevitably give the same test results in one are one situation where the inferences can be based solely on n-based statistics. Examples of such systems are automated computer procedures which use objective features of images to detect abnormalities; and clinical prediction techniques such as discriminant analysis, logistic regression, and other patient-sorting algorithms that use unequivocal clinical indicators to generate diagnoses or prognoses. In such situations, where V_i and V_0 are both zero, the statistical conclusions are determined solely by the case-variance V_0, the degree of case matching (c), and the size (n) of the case sample. The n-based SEs from the estimation procedures of Dorffman and Alf, Hanley and McNeil, and Metz and the formulas and programs for calculating sample size developed by Hanley and McNeil, and Metz are directly applicable in such situations.

Dorffman and Berbaum's approach also makes another important point, namely that when using an estimate of variance based on I = 1 degrees of freedom, the critical ratio (CR) which uses this variance estimate in its SE is more correctly referred to the Student distribution than to the normal (z) tables. This recommendation will not be welcomed by investigators, since the CR required for statistical significance is much higher for I = 1 than for 2 tests, if the number of degrees of freedom is small (contrast the CR of 1.96 required for a two-sided p value of 0.05 based on normal tables, with the CR of 4.5, 2.5, and 2.2 required for the same p value based on z distributions with 2, 5, and 10 degrees of freedom, respectively).

4. The Correct Unit of Analysis — An Example

Since many investigators in a variety of fields have had considerable difficulty choosing the correct unit of analysis, i.e., knowing which source of variation and which n to use in the numerator and denominator of the SE, it is worth considering an illustration. Imagine that we wish to test whether a particular modality of academic training leads to better performance than another modality. Performance is to be assessed (estimated) on a sample of n examination questions. If we compare the results of the modalities using I = 1 trainee per modality, the only effect of increasing the number of questions (n) is that the examination is made more difficult and we are more convinced as to which of these two trainee-modality combinations performs better, and by how much. Indeed, unless we were sure that these two candidates would stand in the same relation to each other on another day, we might need to augment the number (m) of examinations or sessions to take account of "within candidate" variability. Either way, no matter how much we increase n and m, we still cannot infer how well trainees, in general, will perform in each of the two modalities. This can only be achieved by increasing I, the number of trainees assessed. Of course, the numbers of questions (n) should also be large enough that they avoid the situation where, somehow by chance, the limited number of questions used favored one modality over the other; one hopes that any observed difference between two readers (either in the same modality or in different ones) is not due to the questions selected.

Since cases and readers in an observer performance study are analogous to questions and
trainees in our example, the use of a sufficient number of the same (or matched) cases in both modalities should allow one to consider that the contribution of \((1 - \bar{e}) V_{\omega}\) to the composite SE(\(d\)) is minimal compared to the that of \((1 - \bar{e}) V_{\eta}\). Then, in planning the statistical power of an observer performance study, one can be guided by the same calculations used for simple comparisons of means taken over observers: one can simply consult nonograms or tables for two sample \(t\) tests showing the number of subjects (observers) required to have a specified probability of detecting a difference of \(\delta\) when the projected between reader standard deviation is \(\sigma\). For matched readers, one consults the table for the one-sample \(t\) test, where \(\sigma\) is the projected standard deviation of the pair differences. The tables are tabulated in terms of the "signal-to-noise" ratio \(\delta / \sigma\).

The bounded nature of indices (such as \(A_{L}\) and \(TP_{L}\)) means that they are unlikely to have a normal distribution over readers, even if the number of cases used is large. The histogram of \(A_{L}\) values from 108 respondents to the 1983 Nuclear Medicine Imaging set TSA-A (liver) is a graphic illustration of this skewness. Incidentally, it is amusing that the commentary on the histogram noted that it was "satisfyingly Gaussian (although there is no really good reason why it should be) with a mean of 0.88 and a standard deviation of 0.11." One does not expect this range of variation in experimental studies. If necessary, however, one can transform the indices to a scale (such as the probit or logit) that will make the distribution more symmetric (and thus, make the \(t\) test more straigt, in spite of the small numbers of readers involved). The lack of normality of indices across readers is less an issue when analyzing a set of within-reader differences, since at least under the null hypothesis, they should have a distribution which is symmetric and, thus, closer to Gaussian.

5. Being Convinced by Consistent Differences

For those who are uncomfortable with performing parametric tests on such few numbers, the nonparametric equivalents of the \(t\) tests are an attractive alternative. Indeed, they illustrate the minimum number of readers needed to reach a "significant" difference: if, in a study that uses three readers in one modality and three (unmatched) in the other, the indices for the three readers in one modality all rank higher than those of the three in the other modality, and if this was the hypothesized direction, such a pattern is associated with a \(p\) value (one sided) of 0.02 or 0.05 using the rank sum test. If a study using five matched readers produces five intermodality \(d'\)s that are consistently in the hypothesized direction, this pattern is associated with a \(p\) value (one sided) of 0.003 or 0.003 using the sign test. Many investigators have reported such patterns without formal statistical tests, knowing instinctively that they must be "real." In fact, if they are achieved in spite of the statistical noise caused by low \(a's\) and \(m's\), one could argue that they are all the more remarkable. Although they leave the choice of the number of readers up to an investigator's scientific judgement, Swets and Pickett suggest that, even apart from issues of power requirements, a reading test should, as a rule, have "at least several" readers; in another chapter, they emphasize again that one should strive to work with a reasonably large sample of readers" since small samples can easily give rise to "sampling oddities".

6. More Readers, Fewer Cases?

Often, the number of cases a reader is expected to read limits the number of readers willing to participate. Fortunately, the increasing emphasis on, and increased understanding of, the value of a larger selection of readers and of the fact that the number of cases may be secondary will make it easier to reduce the case numbers and thereby lure more readers into participating. Metz has mentioned the arguments of one colleague that a small, but carefully selected, case sample of as low as 40, bi-interpreted by a large number of observers, can yield a very respectable study. Berhawn and Boorman recently conducted a study that was small enough (n = 43) that it allowed them to list the individual characteristics of the 25 Di cases. However, even apart from the practical difficulty of fitting reader-specific ROC curves from such a small
K. Toward a General Regression Strategy for ROC Analysis

Many investigators use modern regression methods (such as those developed in the early 1970s for binary response and survival data) to assess, or adjust for, the effect of covariates. They have come to expect that the same level of sophistication software should be available to deal with unbalanced ROC data, comparison of modalities using small samples, and the effect of patient characteristics (and possibly other test results) on the performance of a test. Unfortunately, regression methods for ordinal (ranking) data were developed much later, and they have not yet appeared in commercial statistical packages. Indeed, even when there are no covariates, rating data are complex enough that one needs a specialized fitting program to formally fit an ROC curve (although the idea of fitting a straight line on binormal axes would suggest a regression approach).

The work of Tosteson and Begg is promising step toward the flexibility of a regression approach to ROC data. They explain how the model of McCullagh can be used to estimate the basic parameters of a signal detection model, along with parameters which reflect the effect of relevant covariates on the location and shape of the ROC curve. Just like the generalized linear models embodied in the approach that underlies GLIM, several different regression models (ROC curves) can be fitted within the same estimation framework simply by changing the form of the "link" (e.g., probit, logit, log[[-log]]) between the weighted combination of regressors variables and the expected rating response. Thus, one can perform a large variety of regressions within the same computer program. Provided one uses a scale parameter to allow for asymmetric ROC curves, the probit link (the function &phi; used above) leads to the familiar Dendran and Alf model, while the logit link leads to the logistic ROC fitted by Ogilvie and Creelman. The log[-log] link, without a scale parameter, leads to the power-law or biphasic exponential ROC curve. (Incidentally, this model is the only one that can be fitted directly in the GLIM regression package: as soon as one postulates a scale term, i.e., a model based on b &ne; a rather than just 1 &le; a, the model is no longer linear [since both b and a are parameters].)

As of now, the fitting can be carried out using an interactive computer package called PLUM, which is written in FORTRAN, developed by McCullagh of the University of Chicago for the analysis of ordinal data.

Part of the appeal of their regression approach is being able to use indicator variables to estimate separate ROC curves for distinct groups of cases within the same fit. One can also adjust for relevant covariates, and thus assess the incremental value of a test from its apparent value (the latter may simply reflect the contribution of other relevant clinical information). It is not clear whether this approach can be used to directly compare the performance of two modalities, as is done by the program CORROC. Presumably, one would have to use the rating data from the first modality as a categorical covariate, and test if there was any further gain in accuracy, once this covariate had been accounted for. The authors also point out that by including both direct and interaction terms for variables representing different observers, one can assess whether different observers simply operate at different ROC points on the same curve or at the same points on different curves.

The comments made above concerning the "reader-based" standard errors used by Dorfman and Berbaum also apply here. If one is interested in how diagnostic performance is affected by the characteristics (such as age, sex, hospital) of a sample of n cases, then the n-based inferences of the non-linear regression model apply. In the terminology of analysis of variance, the different age and sex groups (and possibly even the design of readers in those hospitals) can be thought of as "fixed" effects. If, however, the interest is in how readers (in general) perform in one
modality over another, rather than in how one reader’s performance is affected by the characteristics of the cases read, then the readers in-, in statistical terminology, random effects. If a large source of variation in accuracy is the readers, then the SE in any comparison needs to incorporate it.

L. Using ROC Techniques to Evaluate Quantitative Tests

Although ROC techniques were developed for discrimination tasks that required subjective interpretation and that are, therefore, based on "latent" decision scales, they have become increasingly popular in the evaluation of the performance of tests or prognostic instruments that yield numerical results on "observed" scales.85,86 If one wishes to take a distribution-free ("nonparametric") approach, the paper by Wiendell88 gives the most comprehensive guide to the statistical treatment of the various accuracy indices. Alternatively, one can take a parametric approach by fitting the two overlapping distributions and algebraically calculate the required indices from the parameters of these fitted distributions. The drawback to this approach is that, particularly if one estimates a percentile-based quantity such as TP92, obtaining a good estimate may be quite dependent on correctly specifying the forms of the distributions. The reason is that whereas the A index (or any other "central" index) is quite robust to distributional forms, indices based on extremes are difficult to estimate precisely, even when the correct form of the distribution is known.

A third approach is to categorize the observed scale (i.e., to simulate rating data) and fit ROC curves and indices, using the binormal model for rating data. To some, this replacement of the observed scale of measurement by a latent scale is a step backward in that it ignores the full "gain" inherent in the continuous scale, and they might rightly ask if one would not be better served fitting distributional models directly to the observed data. However, Metz has suggested using the finest possible categorization compatible with the fitting algorithms, i.e., converting the raw data into 2 x k data tables with the largest possible k. A program "LABROC" which uses this approach is available from him. He surmises that since this preserves the ranking of the observed data, the process may induce a useful transformation to a more inherently Gaussian scale, such a scale might be elusive if one works only with parametric transformations of the observed interval scale. This hypothesis fits with the demonstrated flexibility of the binormal model.

V. CONCLUSION

The use of ROC techniques to evaluate the accuracy of medical diagnosis and prognosis has grown considerably in the past decade. Methods for statistical inference have been established for most situations. However, a number of issues remain to be clarified further. Foremost among these is the need to recognize and discuss the types of questions that ROC studies can and cannot answer. Can ROC techniques be adapted further to the conduct of multicenter imaging trials? Are there simpler substitutes? What should be the role of regression and adjustment techniques? What is the best way to evaluate quantitative tests, and to compare quantitative with qualitative tests? Can we more precisely delineate the incremental contributions of serial tests? How can subjective impressions and objective indicators be merged to provide better detectability? These larger questions and applications must be kept in mind as ROC-based techniques are further developed.
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Receiver operating characteristic (ROC) curve analysis allows visual evaluation of the trade-offs between sensitivity and specificity associated with different values of the test result, or different cutpoints for defining a positive result. The purpose of this article is to define, construct, and interpret a ROC curve using a hypothetical example applicable to emergency medicine practice. It assesses the test's ability to discriminate among alternative states of health. A diagnostic test's ability to distinguish between the population of diseased and nondiseased patients is typically assessed by measuring the test's sensitivity and specificity.